Formalization of natural language requirements into temporal logics: a survey
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Abstract—One of the challenges of requirements engineering is the fact that requirements are often formulated in natural language. This represents difficulty if requirements must be processed by formal approaches, especially if these approaches are intended to check the requirements. In model checking, a formal technique of verification by exhaustive state space exploration, requirements must be stated in formal languages (most commonly, temporal logics) which are essentially supersets of the Boolean propositional logic. Translation of natural language requirements to these languages is a process which requires much knowledge and expertise in model checking as well the ability to correctly understand these requirements, and hence automating this process is desirable. This paper reviews existing approaches of requirements formalization that are applicable for, or at least can be adapted to generation of discrete time temporal logic requirements. Based on the review, conclusions are made regarding the practical applicability of these approaches for the considered problem.

I. INTRODUCTION

Safety-critical automation systems demand extensive efforts in ensuring their correctness and reliability. One of the means of doing this is model checking [1], [2], a formal verification approach that is based on exhaustive state space exploration. In Finland, for example, model checking is used to assess the correctness of instrumentation and control (I&C) systems of nuclear power plants (NPPs) [3].

Requirements to systems to be model-checked must be written in formal languages, such as temporal logics, examples of which are linear temporal logic (LTL) and computation tree logic (CTL). Converting requirements written in natural language (NL)\(^1\), which is their most common form of representation, to temporal logics is usually done manually. However, requirements formalization is a difficult task [4]: it requires both expertise in formal methods and understanding of the domain. Thus, the formalization process is time-consuming and error-prone. Automating this conversion by applying natural language processing (NLP) techniques would simplify the work of analysts and reduce the probability of error, and, in the long run, may widen the use of model checking in industry, which is currently quite limited.

This study is a survey of existing approaches that are applicable for NL requirements formalization into discrete time temporal logics or can be potentially adapted to solve this problem. Two classes of approaches are examined. The first class is direct approaches, which often employ formal language theory: for example, the translation process may be based on parsing an NL requirement according to a context-free grammar, and then generating a temporal representation based on the parse tree. The second class is statistical machine translation approaches [5]: although their intention is to translate NLs between each other, the requirements formalization process can be treated as language translation. This classification roughly corresponds to rule-based and statistical approaches in NLP. The applicability of the approaches of both types to the considered problem is assessed.

The paper is organized as follows. In Section II, the concepts used throughout it are introduced. In Sections III and IV, direct requirements formalization approaches and machine translation approaches are considered, respectively. In Section V, related work is briefly mentioned. Finally, in Section VI, the results of the survey are analyzed, and conclusions are made.

II. BACKGROUND

A. Model checking

Model checking is a formal verification technique that is based on exhaustive state space exploration. Its main area of application is verification of mission-critical and safety-critical systems. The system to be verified is represented as a formal model using the language of a model checker, a tool that implements model checking algorithms. Such a representation may be graphical [6] or textual [7], [8]. The requirements to be verified are also represented in formal languages, such as linear temporal logic (LTL), computation tree logic (CTL), or property specification language (PSL). The most popular formal languages are textual, although graphical languages exist as well [9].

In particular, LTL and CTL are extensions of the Boolean propositional logic. While the instantaneous state of the verified system can be described with propositional Boolean formulas (such as \((a = 5) \land \neg b\), where \(a\) is some integer variable and \(b\) is some Boolean variable), entire behavior traces of the system require a notion of time. In LTL, time is modeled using a logical clock, and temporal operators specify the requirements for multiple time instants (which can be called steps or cycles). For example, temporal operators \(G\) (“always”), \(F\) (“in the future”) and \(X\) (“next”) state that their

\(^1\)NL is a generic term referring to any language, though the majority of the works are dedicated to English.
arguments are satisfied for all future time instants, for some future time instant, and for the next time instant, respectively.

While checked traces in LTL are always linear, CTL utilizes a branching semantics: each state of the formal model is a source of multiple possible traces. Correspondingly, CTL operators are prefixed with path quantifiers $\mathbb{A}$ (“for all paths”) and $\mathbb{E}$ (“for some path”). For example, the formula $\mathbb{E}F \mathcal{X}$ means that $\mathcal{X}$ is reachable from the current state of the model.

B. Formal languages and grammars

A formal language [10] is a set of finite sequences of elements of a finite set $\Sigma$ called an alphabet. A formal grammar is a particular way of specifying a formal language using production rules. Informally, these rules are string replacements, and each possible word of the grammar can be obtained as a result of a finite number of such replacements applied to the designated start symbol $S$. Production rules are defined over a larger alphabet $\Sigma \cup N$, where $N$ is the set of nonterminals, and $S \in N$.

In context-free grammars, each nonterminal can be treated as a language construct that can be recursively expressed using other constructs (elements of $N$) and symbols (elements of $\Sigma$). This leads to the possibility of explaining the derivation of each word of the grammar as a parse tree, whose leaves comprise the derived word and whose internal nodes correspond to applied production rules. For example, if one needs to define a context-free grammar for LTL, this grammar may include a nonterminal corresponding to a formula, and the rules explaining how a formula can be obtained: it is either a variable, a constant, or a Boolean or a temporal operator applied to one or two formulas. Thus, for each LTL formula, a parse tree can be constructed with variables and constants as leaves and operators as internal nodes.

In practice, recognition of context-free grammars is done by software tools called parsers. If the supplied word belongs to the language of the grammar, the parser will construct a parse tree during the recognition process. Parsers can be also used as a means of translation between similar grammars.

C. Translation of natural languages requirements to temporal logics

In this paper, we will use requirements from the domain of nuclear I&C systems as examples. To begin with, consider a simple NL requirement:

- **R1:** If the pressurizer water level rises above $l_0$, then the reactor shall be tripped (i.e., shut down) on the next cycle at latest.

In this requirement, $l_0$ is a constant (say, 1.1 m), but we will use the symbolic name $l_0$ to avoid the discussion of real value discretization. Similarly, the words “on the next cycle” may come from a concrete maximum response time (e.g., 250 ms). A reasonable formalization of R1 into LTL looks as follows:

$$f_{R1} = G((l > l_0) \rightarrow (t \lor \mathcal{X} t)).$$

The overall grammatical structure of $f_{R1}$ is close to the one of R1: the “if ..., then” statement is formalized as implication ($\rightarrow$). The translation of words “the reactor shall be tripped on the next cycle at latest” is less direct: assuming that $t$ is the reactor trip signal, without the words “at latest”, this part of the requirement would be translated as $\mathcal{X} t$, but the addition of the words “at latest” also allows the signal to be generated already at the current cycle: $t \lor \mathcal{X} t$. An even larger distinction is the presence of the outermost $G$ operator: R1 does not explicitly state that the entire requirement must be satisfied on each step of the behavior trace, but this assumption is implied.

Below, a more difficult example is given:

- **R2:** If steam pressures in either of the steam generators exceed the mean pressure by $\Delta p$ and emergency feed-water lines are not closed, then the corresponding valve closing signals shall be generated.

To begin with, R2 contains a phrase “steam pressures in either of the steam generators” that needs to be translated into a disjunction of variables, one for each steam generator. The number of steam generators, however, is not given in R2. Similarly, the phrase “the mean pressure” should be transformed into an arithmetic formula whose contents must be guessed from the beginning of R2.

A somewhat larger difficulty arises in the second part of R2. Do “the corresponding valve closing signals” refer to all the signals, or only to the ones which correspond to steam generators whose pressures exceed the mean pressure? Although the second understanding may appear more logical, it cannot be inferred from the syntactic structure of R2. This is an example of the ambiguity problem of NLs, which makes automatic NL understanding especially challenging. A second instance of this problem comes from the use of the word “shall”: it is not clear whether the signals must be generated immediately (no temporal operator) or eventually (temporal operator $F$).

One reasonable translation of R2 to LTL, assuming that the number of steam generators is six, may look as follows:

$$f_{R2} = \bigwedge_{i=1}^{6} G((p_i - \Delta p \geq (p_1 + \ldots + p_6)/6) \rightarrow F c_i).$$

Here, the outermost conjunction has been used to simplify the representation of $f_{R2}$: the actual LTL representation would involve six explicit occurrences of the $G$ statement. Although an extension of the LTL syntax may be considered to avoid such duplication, the iteration over steam generators seems difficult to guess automatically.

To sum up, the problem of requirements translation to temporal logics contains the following main challenges:

1) ambiguity of NL, including the ambiguity of particular words (such as pronouns) and the ambiguity of the meaning of the entire requirements;

2) changes in the grammatical structure of the NL requirement when translating it to a temporal logic (such as repeating certain subformulas multiple times).

Below, we review attempts to address this problem with the focus on temporal logics as target languages in the
translation task. Often, a parallel corpus is available as initial data: this is a set of pairs of an NL requirement and its corresponding formal version. An approach utilizing a parallel corpus may explicitly incorporate the knowledge of this corpus (for example, by manually constructing two formal grammars and specifying the translation procedure between them), or by using it as input data to an automated model construction approach (for example, by using statistical or neural machine translation).

III. DIRECT FORMALIZATION APPROACHES

The approaches to requirements formalization reviewed in this section are based on language modeling with discrete objects, such as formal grammars. We start with basic approaches and proceed with more elaborate ones.

A. Pattern-based approaches

Probably the simplest solution to the formalization problem is to establish direct correspondence between certain types of temporal formulas and their possible NL representations. Such an approach is used in [11], utilizing the earlier idea of patterns of temporal properties [12], [13]. According to [12], a pattern is a “generalized description of a commonly occurring requirement on the permissible state/event sequences in a finite-state model of a system.” For example, the “response” pattern establishes a causal relationship between two events and is represented by LTL formulas of the form $G(x \rightarrow F y)$, where $x$ and $y$ are ordinary Boolean formulas. Thus, $r_{R2}$ is a conjunction of six instances of this pattern. In [14], structured English grammars are presented that enable automatic conversion of limited subsets of English to the patterns introduced in [12], [13]. Then, in [11], the grammar from [15] is integrated into a tool suite for specification and analysis of requirements to UML models, which supports adaptation to the writing style and vocabulary used in requirements for a particular domain. Requirement templates which allow formalization by substituting placeholders with concrete statements are also known as boilerplates [16].

While the use of patterns and boilerplates offers a solution to convert NL requirements to temporal logics, they only solve this problem for requirements prepared according to specific guidelines. This reduces the practical applicability of this solution, although formulating requirements accounting for subsequent formal verification is a practice that makes errors during requirements formalization much less probable.

B. Approaches based on fixed translation models

In the work [17], the correspondence between NL and the temporal logic ACTL, an extension of CTL with actions, is established by means of a formal grammar. Differently from [15], the work [17] supports formulation of arbitrary formulas of the considered temporal logic instead of a fixed set of patterns. This grammar was developed based on a corpus of NL expressions and thus supports some flexibility in formulation of the requirements. This corpus included examples with ambiguous meanings, for which multiple translations to ACTL were possible. Detection of these ambiguities was incorporated into the translation approach: when an input sentence is recognized as ambiguous, the missing information is asked from the user. On one hand, this makes the entire solution of the translation problem partial as it is not fully automated; but on the other hand, the resultant temporal requirements must be correct, and hence generation of formal requirements when an ambiguity is detected is unreliable. In addition to resolving such ambiguities, the user must specify the words used in their domain (e.g., “pressurized water level” in the case of R1).

In [18], a different approach to transform NL requirements is proposed that is grounded on discourse representation theory [19]. According to the authors, this makes the supported fragment of NL much more flexible than in [17] since it is not explicitly bound to the structure of the temporal logic. In addition, unlike in [17], NL requirements may span through multiple sentences and are allowed to use pronouns (the user may be asked to resolve the meaning of pronouns and some other words, though). Confusingly, the target temporal logic in [18] is also ACTL, but this formalism is different from the one used in [17] and is actually a subset of CTL without E path quantifiers, meaning that this logic is less rich than the one used in [17].

The works [20] and [21] propose solutions specifically for the domain of robot control. In [20], similarly to [17], a strict NL grammar is developed according to which the requirements must be formulated. The differences are the use of a fragment of LTL instead of ACTL as the target formal language and the suitability of this solution specifically for the robot control problem: the task for the robot is described as $\varphi_e \rightarrow \varphi_s$, where $\varphi_e$ and $\varphi_s$ are requirements for the environment and for the robot, respectively, both restricted to a particular form. In [21], where a different domain-specific grammar is developed, in addition to producing a temporal (CTL*) formula based on an NL requirement, a set of instructions is generated for the robot to achieve this requirement. This additional benefit, unfortunately, is not useful in the context of requirements formalization for subsequent model checking. Moreover, the logic CTL* is computationally difficult to model-check and is not supported by popular model checkers. As for the supported NL requirements, they need to be complete and correctly structured, like in [17].

Similarly to [20], [21], a domain-specific grammar is designed in [22], which is done based on a corpus of NL requirements for code in Hardware Description Language (HDL), a language to describe the behavior and structure of electronic circuits. The approach does not require any input from the user to resolve ambiguities; nevertheless, the authors report a high success rate of automatic translation (91%). As a general approach to resolve ambiguities in NL requirements, manual incorporation of translation rules based on the available corpus is proposed (otherwise, the proposed translation system may produce an incorrect temporal formula).
C. Approach based on grammar learning

The idea of [22] is developed in [23], where the grammar of the NL subset used in the training corpus is learned automatically. This was done from a surprisingly small set of 17 requirements; yet, the authors report high quality of translating requirements that were unknown during grammar learning. On the other hand, each requirement was represented as a single sentence, and the variability of the language in all the requirements was very low. The target formalism used in [22] is SystemVerilog assertions [24], which is similar to LTL by considering linear system behavior traces. Nevertheless, there is evidence [25] that such a learning approach may improve the work [22] and thus allow translation to CTL. Moreover, adaptation of this translation approach to other temporal logics may also be possible.

D. Approaches based on processing NL parse trees

So far we have seen that a correspondence between NL and a temporal logic can be established by mirroring the structure of the temporal logic in NL [17] or by constructing a formal grammar for a particular domain [20]–[22]. One more general approach is to initially consider a rather large fragment of NL and by means of NL parsing obtain a syntax tree wherein the grammatical roles of words are identified. This approach is taken in [26], [27]. In [26], the mobile robots domain is again considered. Verbs and their arguments are extracted from the syntax tree, transforming it to a set of frames. Then, a predefined set of LTL patterns is recognized by associating them to particular types of frames. In [27], the proposed structured NL grammar for LTL is not limited to a particular domain. Atomic propositions are found, after which hand-crafted rules are applied to the syntax tree to extract logical and temporal (G and F) operators.

The ideas of NL parsing that are applied in [26], [27] are enhanced in [28]. The parse tree (called the dependency graph) is semantically processed by identifying arithmetic expressions, unique entities and events, and then applying domain-independent type rules, whose purpose is to transform linguistic patterns (e.g., connections of words with certain prepositions) into predicates with defined semantics. These predicates are then represented as a predicate graph, from which an LTL formula is generated by recursively applying translation rules. The approach was evaluated on four corpora of requirements consisting of 300 sentences in total. Once the exact rules of the translation approach were tuned on 112 of them (selected from only two corpora), its performance on the remaining ones was found to be reasonably good.

IV. REQUIREMENTS FORMALIZATION BY MEANS OF MACHINE TRANSLATION

A. Statistical machine translation

Statistical machine translation [29] is a field that studies translation between different NLs using probabilistic models. The language translation problem is treated as a supervised machine learning [30] one: that is, the translation procedure is not explicitly programmed but learned automatically from a parallel corpus. Suppose that each sentence is translated separately, and the task is to learn how to translate sentences $f$ in a source language to sentences $e$ in a target language, given a parallel corpus. The approach usually taken in statistical machine translation is to find the translation $e$ with the maximum probability, which can be expressed using the Bayes rule: $p(e|f) = p(f|e)p(e)/p(f)$. Since $p(f)$ is the same for all possible translations $e$, the task is to find $\arg \max_e p(f|e)p(e)$. This is done by separately considering the language model $p(e)$ and the translation model $p(f|e)$.

The language model $p(e)$ assigns probabilities to sequences of words. The simplest language model is based on counting the numbers of all $n$-grams, or sequences of $n$ words, in the target language part of the corpus. The probability of the entire sequence is calculated using the chain rule, and the probability of each word in the sequence is estimated based on the last $n-1$ words.

In the translation model $p(f|e)$, one can assume that the sentence $f$ is decomposed into $I$ phrases $f_1...f_I$ that are separately translated into phrases $e_1...e_I$ of the sentence $e$. The order of translated phrases can be changed (i.e., $e \neq e_1...e_I$). Under these assumptions, $p(f|e)$ can be expressed with $p(f_1...f_I|e_1...e_I)$, and the latter probabilities, in turn, are products of probabilities of translating each $f_i$ into $e_i$ (1 $\leq i \leq I$) weighted by a distortion (reordering) model. The exact ways to learn phrase translation probabilities and to model distortion may vary.

One of the popular measures of translation quality is BLEU [31], whose idea is to calculate the percentage of exactly matched $n$-grams between the generated and the reference translation. The work [5] gives BLEU scores for various translation models evaluated on German to English translation. With a corpus of 320 thousand sentence pairs, BLEU scores up to 0.25–0.29 can be reached. With only 10 thousand sentence pairs, the corresponding scores are around 0.20–0.22.

B. Adapting machine translation to requirements formalization

Assuming that sentences $e$ belong to a temporal logic and sentences $f$ are requirements formulated in NL, it is possible to view machine translation as a requirements formalization process. In Fig. 1, a fictitious example of phrase extraction and reordering is provided for a translation of R1 into $f_{R1}$. Although R1 is represented by a relatively simple NL sentence, and the example is simplified by omitting mappings for parentheses, the mapping of phrases is already quite complicated. Moreover, this mapping is not one-to-one. In particular, the translations of some phrases may interleave with each other, and the temporal operator G is not mapped to any phrase, although such situations are also possible in translations between NLs.

In NL translation, BLEU scores of 0.25–0.29 (with a theoretical maximum of 1.0) reported in [5] may appear low but they are often sufficient to understand the meaning of the
If the pressurizer water level rises above $l_0$, then the reactor shall be tripped on the next cycle at latest.

$$\text{G} \ ( ( l > l_0 ) ) \rightarrow ( t \lor X t )$$

Fig. 1. Example of phrase extraction and reordering when translating R1 into LTL.

translated text. Unfortunately, if the target language is a formal one, a slight change applied to the translation may make it syntactically incorrect or change the meaning entirely. Thus, application of such statistical translation for requirements formalization may only be possible if a human expert examines and corrects the results of automatic translation.

C. Classification of requirement patterns

In general, in supervised machine learning, a model that predicts desired outputs from given inputs is constructed based on training data (e.g., a corpus). In Section IV-D, we will see how this idea can be applied to machine translation, but by now we consider a simpler problem: attribute an NL requirement to one of the predefined classes. In [32], these classes are selected as the eight most frequent LTL patterns among the ones proposed by Dwyer [12], [13]. To solve this classification problem, typical NLP procedures are used: stemming, representation of texts as multidimensional vectors based on word counts and tf-idf [33].

D. Neural machine translation

Neural networks [34] are models that are popular in machine learning and are capable of approximating complex nonlinear functions. Their architecture is inspired by brain neurons: a typical neural network is composed of a number of simple processing units arranged in several layers. Learning of a neural network is performed by iteratively processing all available training data, usually at least several times, and adjusting the parameters of the network using backpropagation [35] to reduce the prediction error on these data.

Recently, neural networks have become widely used in machine translation [36], [37]. Their competitive advantage over traditional statistical approaches is learning word representations (embeddings) as real-valued vectors [38], while traditional statistical approaches operate with n-gram models with a typical $n = 3$, losing much information. The use of $n \leq 3$ is due to the problems of the total number of n-grams and generalization to unseen n-grams. Support of long contexts by neural networks is achieved by reusing the internal state of the network for each new word of the sentence being translated. Models implementing this idea are known as recurrent neural networks and are intended to deal with sequential data; their most common architectures are long short-term memory (LSTM) and gated recurrent units (GRU).

Although neural networks can outperform traditional statistical approaches, they need large training corpora to do so. According to a recent experimental study [39], where a translation from English to Spanish was evaluated, neural machine translation starts outperforming phrase-based statistical translation at about 15 million English words in the training corpus (with a BLEU score of 25.7). With 385.7 million words, neural translation reaches a BLEU score of 31.1. Unfortunately, obtaining corpora with NL requirements and their temporal formalization containing millions of words is impractical.

V. RELATED WORK

In [40], a review of requirements formalization approaches is given. The majority of considered target formalisms have no relation to temporal logics. The work [41] is a survey of a rather new direction in machine translation: the use of semantic web technologies (SWT) [42]. According to this work, SWT are powerful in the task of disambiguation. The report [43] studies NL processing approaches related to requirements formalization. In particular, it considers generation of ontologies and UML diagrams from NL requirements and the challenges of the formalization process.

VI. DISCUSSION AND CONCLUSIONS

This paper has reviewed existing and potentially possible means of formalizing NL requirements into discrete time temporal logics, such as LTL and CTL. First, it has considered direct solutions of this problem, which are often based on formal grammars. These solutions are summarized in Table I. A couple of them have been found promising. In particular, the approach [23] converts requirements into SystemVerilog Assertions (a language similar to LTL), captures the writing style used in the training corpus, and does not require much training data. Common shortcomings of reviewed translation approaches are restrictions on the grammatical structure of NL and handling its ambiguity.

Second, the problem of converting NL into a temporal logic (that is, to a formal language) has been found to be to some extent analogous to the one of translating NLs between each other. Unfortunately, machine translation requires large parallel corpora to be effective. This is especially crucial for neural machine translation, which needs millions of words in the training corpus to outperform traditional statistical approaches. The latter, although being less demanding, are also less precise in translation; this would lead to the need of manual editing of temporal requirements after their generation.

In the problem of requirements formalization into a temporal logic, the temporal logic part of the corpus must be created by experts, meaning that the task of collecting a
corpus becomes difficult already for thousands of words, not millions. On the other hand, requirements are written in a less ambiguous and more concise language compared to common NL. The vocabulary used in requirement documents is also smaller. Moreover, since requirements are often well-structured, artificial data augmentation with sentences derived from existing ones may be applied efficiently.

To sum up, direct approaches were found to be the most promising for the problem of requirements formalization into temporal logics. Among them, [23] and [28] stand out due to their flexibility: while the approach [23] learns NL representation based on a corpus, the work [28] proposes a rather general technique that can be customized for a particular domain. In contrast, while statistical approaches [29], [39] in theory can be adapted to solve this problem, they are likely to perform poorly due to the lack of large corpora of NL requirements paired with their temporal formalization.

A significant limitation of this study is the lack of an experimental evaluation of different approaches on the same parallel corpora. Unfortunately, such an evaluation cannot be performed for the majority of reviewed approaches since they depend on their domains of application and particular corpora of requirements. Also, generation of temporal requirements for object models [44], hybrid systems [45], and generation of first-order logic requirements [46] remained out of scope of this study.

A possible direction of future work is to focus on the approach [23]: examine the possibility of its generalization to support various target temporal logics and evaluate this approach on more diverse sets of requirements. In addition, both approaches [23] and [28] can be evaluated on requirements from the nuclear I&C domain.
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