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Abstract—This paper addresses the problem of learning extended finite-state machines (EFSMs) from user-specified behavior examples (test scenarios) and temporal properties. We show how to combine exact EFSM inference algorithms (that always find a solution if it exists) and metaheuristics to derive an efficient combined EFSM learning algorithm. We also present a new exact EFSM inference algorithm based on Constraint Satisfaction Problem (CSP) solvers. Experimental results are reported showing that the new combined algorithm significantly outperforms a previously used metaheuristic.
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I. INTRODUCTION

In certain applications that require high software reliability, programs should undergo the process of verification in addition to the traditional testing procedure. Verification allows to check whether certain properties hold for all possible computational states of the program. Model checking [1] is a verification framework in which temporal properties are checked for a manually constructed model of the program instead of the program itself. However, the program and its model may not be equivalent, and proving their equivalence might well be impossible.

Automata-based programming [2] offers a way to build correct-by-design event-driven programs for control applications. In this programming paradigm program logic is expressed using finite-state machines. Programs designed using this paradigm can be automatically transformed to models used in model checking [3].

In this paper we consider the problem of inferring extended finite-state machines (EFSMs) compliant with a specified set of test scenarios and a set of temporal properties expressed in Linear Temporal Logic (LTL). We will call a set of scenarios and LTL formulae a specification. To the best of our knowledge, only two algorithms for inferring EFSMs from specification that includes temporal properties currently exist: a genetic algorithm [3] and an ant colony algorithm MuACOsm [4] [5]. Both these algorithms are metaheuristics based on the same idea of using a fitness function that takes into account the results of verification.

The state-of-the-art algorithm for inferring EFSMs from test scenarios only is, as far as we know, the approach proposed in [6] based on satisfiability (SAT) problem solvers. In that paper the problem of constructing an EFSM with a fixed number of states from a set of test scenarios is translated to SAT, and efficient SAT-solvers are used to find the solution. A drawback of the SAT approach is that the translation is very complex. Another issue is that the SAT language is very low-level, which makes it impossible to express certain useful constraints.

The contribution of this paper is two-fold.

1) First, we propose a new exact EFSM inference algorithm based on constraint satisfaction problem (CSP) solvers. The translation to CSP is much simpler than to SAT. Also, the CSP language allows to specify constraints that cannot be expressed in SAT.

2) Second, we propose a combined algorithm that first uses the proposed CSP-based algorithm to infer an EFSM from a set of scenarios, ignoring the LTL formulae, and then uses the found solution as the initial one for MuACOsm.

In general, the EFSM inferred by the CSP-based algorithm from scenarios will not satisfy all specified LTL formulae. However, taking this solution as the initial one for MuACOsm may (and, indeed, does) make the overall process of EFSM inference faster.

The rest of this paper is structured as follows. Section II reviews some related work, in Section III-A a formal description of the problem is given with necessary definitions. Section IV describes the new exact CSP-based EFSM inference algorithm. Section III-B briefly reviews the metaheuristic MuACOsm algorithm. In Section V we describe how to combine the CSP and MuACOsm algorithms. Section VI describes our experiments and results and Section VII concludes.
A paper most closely related to this one is probably [7]. In this paper we define an extended finite-state machine (EFSM) as

\[ \langle S, s_0, \Sigma, \Delta, Z, \delta, \lambda \rangle \]

where \( S \) is a set of states, \( s_0 \in S \) is the initial state, \( \Sigma \) is a set of input events and \( \Delta \) is a set of output actions. \( Z \) is a set of Boolean variables, \( \delta: S \times \Sigma \times 2^Z \rightarrow S \) is the transitions function and \( \lambda: S \times \Sigma \times 2^Z \rightarrow \Delta^* \) is the actions function. An example of an EFSM is shown in Fig. 1. The initial state is bolded.

In this paper we define an extended finite-state machine as a setuple \( \langle S, s_0, \Sigma, \Delta, Z, \delta, \lambda \rangle \), where \( S \) is a set of states, \( s_0 \in S \) is the initial state, \( \Sigma \) is a set of input events and \( \Delta \) is a set of output actions. \( Z \) is a set of Boolean input variables, \( \delta: S \times \Sigma \times 2^Z \rightarrow S \) is the transitions function and \( \lambda: S \times \Sigma \times 2^Z \rightarrow \Delta^* \) is the actions function. An example of an EFSM is shown in Fig. 1. The initial state is bolded.

Each transition is marked with an event \( e_1 \) or \( e_2 \), a Boolean formula over the input variables \( x, \neg x \), and a sequence of output actions \( z_1, z_2, z_3 \).

In this paper we consider EFSM specifications that consist of a set of test scenarios and a set of LTL formulae. A test scenario is a sequence of scenario elements \( \langle e, \varphi, O \rangle \), where \( e \in \Sigma \) is an input event, \( \varphi \in 2^Z \) is a Boolean formula over the input variables, and \( O \in \Delta^* \) is a sequence of output actions. An EFSM is said to be compliant with a scenario element \( \langle e, \varphi, O \rangle \) in state \( s \), if in this state it contains a transition marked with event \( e \), sequence of output actions \( O \) and a Boolean formula equal to \( \varphi \). An EFSM is compliant with a scenario if it is compliant with all scenario elements in the corresponding states when the scenario is processed sequentially. For example, the EFSM from Fig. 1 is compliant with scenario \( \langle e_1, x, (z_1) \rangle \) \( \langle e_2, \neg x, (z_1) \rangle \), but is not compliant with scenario \( \langle e_1, x, (z_1) \rangle \) \( \langle e_1, x, (z_2) \rangle \).

The LTL language consists of propositional variables \( \text{Prop} \), Boolean operators \( \text{and}, \text{or}, \text{not} \), and temporal operators, such as \( G, F, U, R \) and \( X \). An LTL formula that expresses a temporal property of an EFSM may contain the following basic propositional variables:

- \( \text{wasEvent}(e), e \in \Sigma \) – indicates a situation that a transition marked with event \( e \) has been triggered;
- \( \text{wasAction}(a), a \in \Delta \) – indicates a situation that a transition marked with action \( a \) has been triggered.

The EFSM from Fig. 1 is compliant with LTL formula \( G (U \langle \text{wasEvent}(e_1), \text{wasEvent}(e_2) \rangle) \), which basically states that a transition marked with event \( e_1 \) will always be triggered before a transition marked with event \( e_2 \). This is, indeed, true, since both transitions in the initial state are marked with \( e_1 \) and all other transitions are marked with \( e_2 \). On the other hand, the example EFSM does not comply with LTL formula \( G \langle \text{wasEvent}(e_1) \rightarrow \text{wasAction}(z_1) \rangle \), since one of the transitions marked with event \( e_1 \) is marked with action \( z_2 \).

The problem of specification-based EFSM inference can be formulated as: given a set of test scenarios and a set of LTL formulae, find an EFSM with no more than \( C \) states compliant with all scenarios and LTL formulae.

B. Learning EFSMs With Mutation-Based Ant Colony Optimization

MuACOsm [5] is a metaheuristic for learning finite-state machines, which is based on ant colony optimization [9]. As any metaheuristic algorithm, MuACOsm makes use of a fitness function to determine how well a particular candidate solution solves the problem.

The key idea of the algorithm is to represent the search space, which is the set of all EFSMs, as a mutation graph, where nodes represent EFSMs and edges represent EFSM mutations. A mutation of an EFSM is an operation that causes a rather small change in the EFSM structure. For example, a mutation can change the state a transition leads to.

Each edge \( (u, v) \) of the mutation graph has two associated values: heuristic information \( \eta_{uv} \) and pheromone value \( \tau_{uv} \). Heuristic information is calculated as \( \eta_{uv} = \max \{ \eta_{\text{min}}, F(v) - F(u) \} \), where \( F \) is the fitness function.

Once assigned, heuristic information values are never changed. Pheromone values are initialized with a small positive value and are changed during algorithm execution.

The algorithm starts off with one initial solution that is either generated randomly or can be specified by the user. The initial solution is added to the mutation graph. On each iteration of the algorithm two operations are repeated: building new solutions using a set of ants and pheromone update.
All ants start building solutions from the node associated with the best-so-far solution. Each ant has a limited number of steps, on each step it moves to a new node. The ant can use one of the following operations to select the next node:

1) **Build new solutions.** The ant performs a number of mutations of the solution associated with its current node. It moves to the newly constructed node associated with the solution that has the largest fitness value.

2) **Select from old solutions.** The ant moves to node \( v \) from the existing successor set of the current node \( u \) with probability:

\[
p_{uv} = \frac{\tau_{uv}^\alpha \cdot \eta_{uv}^\beta}{\sum_{w \in N_u} \tau_{uw}^\alpha \cdot \eta_{uw}^\beta},
\]

where \( \alpha, \beta \in [0, 1] \).

After all ants finish building solutions, pheromone values of all edges are updated in the way described in [5]. Basically, pheromone values on all graph edges that were visited by ants are increased in proportion to the fitness values of solutions found by the ants. Then, all pheromone values are decreased by a certain value. The algorithm is stopped when it either finds a solution with a large enough fitness value, or it exceeds the time limit. If for a specified number of iterations the algorithm does not improve the best found solution, it is restarted.

IV. **EFSM Inference Using CSP Solvers**

In this section the new CSP-based algorithm for inferring EFSMs from test scenarios is described. The proposed algorithm is based on the same idea as the previous SAT-based algorithm [6]: find an appropriate coloring of the scenario tree, such that when vertices of the same color are merged, a deterministic EFSM compliant with all test scenarios is constructed.

The only difference is that in the new algorithm we translate the EFSM inference problem to the Constraint Satisfaction Problem (CSP) rather than SAT. This translation is much simpler than the old one and is much more comprehensible due to the fact that the CSP language is a higher level language compared to SAT. The SAT translation uses six types of clauses, while the CSP translation only requires three simple types of constraints. Preliminary experiments showed that the new algorithm does not significantly differ from the old SAT-based approach in terms of efficiency.

In addition, the new translation allows the end user to add constraints that are specific to his problem. For example, the user may request that the target EFSM should be complete, i.e. it should contain a transition for each possible state and input event combination. Such constraints cannot be expressed in SAT.

The algorithm consists of five main steps listed below.

1) Scenario tree construction.
2) Consistency graph construction.
3) Constructing a set of constraints on integer variables.

The constraints express requirements to the coloring of consistency graph vertices that express the consistency of the sought EFSM’s transition system.

4) Solving the set of constraints using a CSP-solver.

5) Constructing an EFSM from a satisfying assignment found by the CSP-solver.

Steps 1 and 2 are identical to the first two steps of the SAT-based algorithm described in [6], so they will be discussed here very briefly.

A. **Scenario tree construction**

A scenario tree is a trie where each edge is marked with an input event, Boolean formula and a sequence of output actions. A scenario tree built from a set of scenarios contains all scenarios and all their prefixes. Basically, a scenario tree is itself an EFSM, but with a large number of states. For example, consider the following set of scenarios:

\[
\begin{align*}
&\langle T, x, z_1 \rangle, \langle T, \neg x, z_2 \rangle, \langle T, \neg x, z_3 \rangle, \langle T, x, z_1 \rangle; \\
&\langle T, \neg x, z_2 \rangle, \langle T, \neg x, z_3 \rangle, \langle T, x, z_1 \rangle, \langle T, x, z_1 \rangle; \\
&\langle T, x, z_1 \rangle, \langle T, x, z_1 \rangle, \langle T, \neg x, z_2 \rangle; \\
&\langle T, \neg x, z_2 \rangle, \langle T, \neg x, z_3 \rangle, \langle T, x, z_1 \rangle, \langle T, \neg x, z_2 \rangle.
\end{align*}
\]

The scenario tree built from this set of scenarios is shown in Fig. 2a with dotted edges.

B. **Consistency graph construction**

The algorithm is based on computing a specific coloring of the scenario tree, where each color corresponds to one state of the EFSM. In order to formulate constraints on the scenario tree coloring a consistency graph is first constructed. The set of consistency graph vertices is identical to the set of scenario tree vertices. Two consistency graph vertices \( u \) and \( v \) are connected with an edge (and called inconsistent) if there exists a sequence of pairs of events and input variable values \((e_1, \text{values}_1), \ldots, (e_k, \text{values}_k)\) that tells \( u \) and \( v \) apart. The aforementioned sequence is said to tell \( u \) and \( v \) apart if all of the following conditions are met:

- there exists a path \( P_u \) from vertex \( u \), in which the edges are marked with corresponding events \( e_1, \ldots, e_k \) and guard conditions \( f_1, \ldots, f_k \) in such a way that the sets of input variable values \( \text{values}_1, \ldots, \text{values}_k \) are their satisfying assignments;

- an analogous path \( P_v \) exists from vertex \( v \);

- one of the following is true for the last edges of \( P_u \) and \( P_v \):
  1) output actions sequences on these edges are different;
  2) guard conditions on these edges have a common satisfying assignment, but they are not equal as Boolean functions.

A dynamic programming algorithm proposed in [6] is used to construct the consistency graph. This algorithm runs in \( O(V^2) \), where \( V \) is the number of vertices in the scenarios tree. A consistency graph built from the aforementioned scenario tree is shown in Fig. 2a. Dotted edges represent edges of the scenario tree, solid edges belong to the consistency graph. Vertices 2 and 5 are connected with vertices 0, 1, 7, 9 since the sequence \( \langle T, x = \text{false} \rangle \) tells them apart.
C. Constraint set construction and solving

Denote by $F$ the set of all guard conditions found in scenarios. Let $F_e$ be the set of all guard conditions marked with event $e \in \Sigma$. We will use the following integer variables.

1) $x_v \in [0, C - 1]$, $v \in V$ – the color of scenario tree vertex $v$.

2) $y_{i,e,f} \in [0, C - 1]$, $i \in [0, C - 1]$, $e \in \Sigma$, $f \in F_e$ – auxiliary variables for specifying consistency (determinism) constraints. These variables are auxiliary in the sense that the transitions of the sought EFSM are not determined by the values of these variables. Each such variable corresponds to the state to which the transition of the target EFSM from state $i$ marked with event $e$ and guard condition $f$ leads to.

The following constraints are used.

1) $x_0 = 0$ – the root of the scenario tree has to correspond to the initial state of the EFSM. In this work the initial state, without loss of generality, is chosen to be state 0.

2) $x_v \neq x_u$ (for each inconsistent pair of scenario tree vertices $u$ and $v$, i.e. connected with and edge in the consistency graph) – constraints guaranteeing the consistency of the target EFSM. Such constraints guarantee that there are no sequences starting from the same state that tell $u$ and $v$ apart. The number of such constraints is $O(n^2)$ in the worst case, where $n$ is the number of scenario tree vertices.

3) $(x_v = i) \Rightarrow (x_u = y_{i,e,f})$ (for each color $i$ and each scenario tree edge $vu$ marked with input event $e$ and guard condition $f$) – constraints specifying that the target EFSM is deterministic. That is, if vertex $v$ has color $i$, then the color of vertex $u$ is the value of the $y_{i,e,f}$ variable, which stores the state to which the transition from state $i$ marked with input event $e$ and guard condition $f$ leads to. The number of such constraints is $C \cdot (n - 1)$.

To find an assignment of variables that satisfies the constructed constraints we use the Choco [10] Java library. Choco is an exact CSP-solver in the sense that it, on one hand, always finds a satisfying assignment if it exists, and on the other hand, is able to determine that such an assignment does not exist.

D. Constructing an EFSM from a satisfying assignment

If the CSP-solver returned a message that a satisfying assignment does not exist, then it is impossible to construct an EFSM with $C$ states from the set of scenarios. Otherwise, given the values of $x_v$, $v \in V$, the color of each scenario tree vertex is determined. An example of such a coloring is given in Fig. 2b. All vertices of the same color are then merged into one state of the EFSM; the initial state is the one corresponding to the color of the scenario tree root. For example, merging appropriate vertices of the tree from Fig. 2b results in the EFSM shown in Fig. 3.

V. COMBINED CSP-MUACO ALGORITHM

In this paper we propose to combine the CSP and MuACO algorithms to make the process of specification-based EFSM inference faster. First, the CSP algorithm is used to infer an EFSM consistent with scenarios only. LTL formulae are not taken into account at this point.

Note that the solution found by the CSP algorithm might by chance satisfy all LTL formulae, though the CSP algorithm is in no way constrained to do so. Also, the CSP algorithm typically finds the solution significantly faster than MuACOs (if used for scenario-based EFSM inference), however, in some cases, it may take a very long time. Therefore, we set a time limit on the CSP algorithm runtime equal to $10 \times C$ seconds. In 6.8% of all experimental runs the CSP-solver had been cut off after the time limit.

Finally, if the CSP algorithm found a solution that does not satisfy all LTL formulae or if it did not find any solution, the MuACOsm algorithm is used. It takes into account both test scenarios and LTL formulae.
In the MuACOsm we use the fitness function proposed in [3]. This fitness function checks how well an EFSM complies with a set of test scenarios and a set of LTL formulae. A measure based on Levenshtein’s string edit distance [11] is used to check the compliance of an EFSM with test scenarios. The Levenshtein’s edit distance between two strings is the minimal number of insertions, deletions and substitutions that must be applied to one string in order to transform it to the other one. A special model checker developed by the authors of [3] is used to check LTL properties. For a full description of the fitness function the reader is asked to refer to [3].

Two mutation operators are used in MuACOsm.

1) **Change transition destination state.** This operator randomly selects a transition in the EFSM and changes the state that it leads to. The new state is selected uniformly and randomly from the set of all states, excluding the current destination state of the transition.

2) **Delete or add transitions.** The existence of a particular transition in a state can make the EFSM compliant with LTL formulae. This is why it is necessary to be able to delete and add transitions. The mutation operator scans EFSM states and with a certain probability changes the set of transitions in the selected state. A transition is either deleted from or added to the selected state. A transition is only added if there is no transition for some event in this state. If it is so, then the new transition’s destination state label is selected uniformly and randomly from the set of all states. In case of deleting a transition, a random transition in the current state is selected and deleted.

The solution found by the CSP algorithm is assumed as initial for MuACOsm. If the CSP algorithm did not find a solution in the set time limit, then the initial solution for MuACOsm is generated randomly. MuACOsm was also modified to use the solution built by the CSP algorithm as the initial in the event of algorithm stagnation and restart.

### VI. Experimental Evaluation

#### A. Data preparation

We varied the number of EFSM states $C$ from 5 to 10. The total scenarios length $s_{len}$ was varied from $50 \times C$ to $200 \times C$ for each value of $C$.

For each value of $C$, 50 problem instances were generated. Each time we generated an EFSM with $C$ states and then generated two random LTL formulae that the EFSM is compliant with. Then, for each value of $s_{len} \in [50, 100, 200] \times C$ a set of scenarios with a corresponding total length was generated from the EFSM using the scenario generator from [6]. Each scenario is a random path in the EFSM with length selected uniformly and randomly from $[C, 3 \cdot C]$.

#### B. Experiments

MuACOsm has a number of parameters that influence its efficiency. In order for the experiments to be meaningful we first used the irace [12] package to select good values for these parameters. The CSP algorithm itself, on the other hand, has no such parameters. However, CSP-solvers have tunable parameters, such as different search strategies. These were not investigated in this paper.

In our experiments we compared the combined CSP+MuACOsm algorithm with plain MuACOsm. The same parameter values were used for MuACOsm in both cases. Performing a separate tuning for CSP+MuACOsm could potentially result in its better performance, however, this was not investigated in this paper.

Both algorithms were implemented in Java, a machine with an AMD Phenom(tm) II x4 955 3.2 GHz processor was used. The CSP algorithm was allotted 4 Gb of RAM, MuACOsm was given 2 Gb for all cases except $C = 10$, where it was also allotted 4 Gb.

We measured the CPU time it takes an algorithm to find a perfectly fit EFSM. A time limit of 24 hours was set for each experiment. Plots of median execution time for each value of $C$ and scenarios length are presented in Fig. 4.

Note that only hard runs were taken into account. A run is considered to be hard if the EFSM found by the CSP algorithm is not compliant with all LTL formulae. About 70% of all runs were hard. In addition, for $C \in [6, 10]$ about 2-4 experiments in each set did not finish in 24 hours. These runs were discarded from the final statistics.

As can be seen from Fig. 4, CSP+MuACOsm finds the solution significantly faster than MuACOsm in almost all cases. Two exceptions are cases $C = 8, s_{len} = 50 \times C$ and $C = 5, s_{len} = 200 \times C$, however, the performance difference here is not statistically significant. CSP+MuACOsm is by median runtime 1.5–8.3 times faster than MuACOsm. On average across all studied experiments, CSP+MuACOsm is 3.8 times faster than MuACOsm.

To measure the statistical significance of the difference between algorithm runtimes we used the unpaired version of the Wilcoxon test [13]. Calculated $p$-values are presented in Table I.

### VII. Conclusion and Future Work

In this paper a new exact algorithm for inferring EFSMs from test scenarios based on CSP-solvers has been proposed. It was demonstrated that combining exact and metaheuristic algorithms substantially improves the efficiency of specification-based EFSM inference.

<table>
<thead>
<tr>
<th>$s_{len}$</th>
<th>Multiplying Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>0.543</td>
</tr>
<tr>
<td>6</td>
<td>0.075</td>
</tr>
<tr>
<td>7</td>
<td>0.0008</td>
</tr>
<tr>
<td>8</td>
<td>0.337</td>
</tr>
<tr>
<td>9</td>
<td>0.0001</td>
</tr>
<tr>
<td>10</td>
<td>0.073</td>
</tr>
</tbody>
</table>
There are two straightforward ways to improve achieved results. First of all, a more sophisticated tuning procedure can be used. In this paper tuning was performed on instances that are much simpler than the ones used in the actual experiments. The approach from [14] can be used to deal with this issue. Second, parameters of the CSP algorithm can also be tuned.

In the future we plan to extend the approach proposed here by using bounded model checking [15]. Preliminary research suggests that the problem of learning EFSMs from test scenarios and LTL formulae (in the bounded model checking sense) can be translated to Quantified SAT. After using a Quantified Boolean formula solver to infer an EFSM, we would then apply MuACOsm with full model checking to infer the final EFSM.
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